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LECTURE 2 HOMEWORK: 
QUESTIONS AND SOLUTIONS



EXERCISE 6.18

Newbold et al (2013)



EXERCISE 6.18 A):  SOLUTION

 Answer:

P(Z > z0.95) z0.95 = 1.645
P

ത𝑋−𝜇

0.16
 >

𝐸

0.16
 = 0.05  P(Z >E/0.16) = 0.05 

Then, E/0.16 = z0.95  = 1.645  E = 0.16×1.645 = 0.2632

X ~ Normal(µ, 0.162) 



EXERCISE 6.18 B):  SOLUTION

 Answer:

P
ത𝑋−𝜇

0.16
 <

−𝐸

0.16
 = 0.10  P(Z <-E/0.16) = 0.10 

Then, -E/0.16 = z0.10  = -1.2816  E = 0.16×1.2816 = 0.2051

X ~ Normal(µ, 0.162) 

P
ത𝑋−𝜇

0.16
 <

𝐸

0.16
 = 0.10  P(Z <E/0.16) = 0.10 

Then, E/0.16 = z0.10  = -1.2816  E = 0.16×-1.2816 = -0.2051

P ത𝑋 − 𝜇 < 𝐸  = 0.10



EXERCISE 6.18 C):  SOLUTION

 Answer:

P
−𝐸

0.16
<

ത𝑋−𝜇

0.16
 <

𝐸

0.16
 = 1-0.15  P

−𝐸

0.16
< 𝑍 <

𝐸

0.16
 = 0.85 

Φ 𝐸/0.16   - Φ (-E/0.16) = 0.85  2Φ 𝐸/0.16  -1 = 0.85  

Φ 𝐸/0.16   = 0.925  E/0.16 = z0.925= 1.44  0.16×1.44 = 0.2304

X ~ Normal(µ, 0.162) 



EXERCISE 6.17

Newbold et al (2013)



EXERCISE 6.17 A):  SOLUTION

 Answer:

ഥ𝑿 ~ Normal(µ, σ2/n)

Standard Normal Distribution Table



EXERCISE 6.17 B):  SOLUTION

 Answer:

ഥ𝑿 ~ Normal(µ, σ2/n)

Standard Normal Distribution Table

P(μ − ത𝑋 > 3) =



EXERCISE 6.17 C):  SOLUTION

 Answer:

ഥ𝑿 ~ Normal(µ, σ2/n)

Standard Normal Distribution Table

1-P(-4/4 < ( ത𝑋 − μ)/4 < 4/4)
= 1 − P(−1 < Z < 1)



EXERCISE 6.17 D):  SOLUTION

 Answer:

ഥ𝑿 ~ Normal(µ, σ2/n)



LECTURE 3: SAMPLING 
DISTRIBUTIONS OF SAMPLE 
PROPORTIONS



SAMPLING DISTRIBUTION OF 
THE SAMPLE PROPORTION

Newbold et al (2013)



SAMPLING DISTRIBUTION OF 
P HAT

Newbold et al (2013)



Z-VALUE FOR PROPORTIONS

Newbold et al (2013)

Central Limit Theorem: If n ≥ 25 then Z = 
 ෝ𝒑− 𝑷

𝑷(𝟏−𝑷)

𝒏

 ~ Normal(0, 1)



SAMPLE PROPORTION: 
EXAMPLE

Newbold et al (2013)



SAMPLE PROPORTION: 
EXAMPLE

Newbold et al (2013)

Z = 
 ෝ𝒑− 𝑷

𝑷(𝟏−𝑷)

𝒏

 ~ Normal(0, 1)



SAMPLE PROPORTION: 
EXAMPLE

Newbold et al (2013)

𝑃 0 ≤ 𝑍 ≤ 1.44 = Φ(1.44) − Φ(0) = 

0.9251 - 0.5 = 0.4251



EXERCISE 6.31

Newbold et al (2013)



EXERCISE 6.31 A):  SOLUTION

 Answer:

Z = 
 ෝ𝒑− 𝑷

𝑷(𝟏−𝑷)

𝒏

 ~ Normal(0, 1)



EXERCISE 6.31 B):  SOLUTION

 Answer:

Z = 
 ෝ𝒑− 𝑷

𝑷(𝟏−𝑷)

𝒏

 ~ Normal(0, 1)



EXERCISE 6.31 C):  SOLUTION

 Answer:

Z = 
 ෝ𝒑− 𝑷

𝑷(𝟏−𝑷)

𝒏

 ~ Normal(0, 1)



EXERCISE 6.31 D):  SOLUTION

 Answer:

Z = 
 ෝ𝒑− 𝑷

𝑷(𝟏−𝑷)

𝒏

 ~ Normal(0, 1)

Standard Normal Distribution Table



LECTURE 4: SAMPLING 
DISTRIBUTIONS OF SAMPLE 
VARIANCES



SAMPLING DISTRIBUTION OF 
THE SAMPLE VARIANCE

Newbold et al (2013)



MEAN AND VARIANCE OF THE 
SAMPLE VARIANCE

Newbold et al (2013)



SAMPLE VARIANCE AND CHI-
SQUARE DISTRIBUTION

Q =
(𝒏−𝟏)𝑺𝟐

𝝈𝟐  ~ 𝝌𝟐
(n-1) 



CHI-SQUARE DISTRIBUTION OF SAMPLE 
AND POPULATION VARIANCES

Newbold et al (2013)

Q



EXERCISE 6.49

Newbold et al (2013)



EXERCISE 6.49 A):  SOLUTION

 Answer:

Standard Normal Distribution Table



EXERCISE 6.49 B):  SOLUTION

 Answer:

Q =
(𝒏−𝟏)𝑺𝟐

𝝈𝟐  ~ 𝝌𝟐
(n-1) 

Chi-Square Distribution Table

Alternative Solution:

 P 𝑆2 < 𝑎  = 0.05  P
(𝒏−𝟏)𝑺𝟐

𝝈𝟐 <
𝒏−𝟏 𝒂

𝝈𝟐   = 0.05 

 P 𝑄 <
𝟏𝟕×𝒂

𝟓𝟎
  = 0.05 

Then 
𝟏𝟕×𝒂

𝟓𝟎
= 𝝌𝟐

0.05;17 = 8.672  

 a = 50 × 8.672/ 17 = 25.51



EXERCISE 6.49 C):  SOLUTION

 Answer:

Chi-Square Distribution Table

Q =
(𝒏−𝟏)𝑺𝟐

𝝈𝟐  ~ 𝝌𝟐
(n-1) 

Alternative Solution:

 P 𝑆2 > 𝑎  = 0.05  P
(𝒏−𝟏)𝑺𝟐

𝝈𝟐 >
𝒏−𝟏 𝒂

𝝈𝟐   = 0.05 

 P 𝑄 <
𝟏𝟕×𝒂

𝟓𝟎
  = 0.95 

Then 
𝟏𝟕×𝒂

𝟓𝟎
= 𝝌𝟐

0.95;17 = 27.587 

 a = 50 × 27.587/ 17 = 81.14



LECTURE 4: ESTIMATORS AND 
CONFIDENCE INTERVALS



ESTIMATOR VS. ESTIMATE

Newbold et al (2013)

Summary:

• An estimator is a random 

variable (or statistic) used to 

estimate an unknown population 

parameter.

• An estimate is the numerical 

value that the estimator takes for a 

given sample.



POINT ESTIMATE VS. 
CONFIDENCE INTERVAL 

Newbold et al (2013)



POINT ESTIMATES: EXAMPLE

Newbold et al (2013)

Population Mean

Population Proportion

Sample Mean

Sample Proportion



PROPERTIES OF ESTIMATORS: 
UNBIASED ESTIMATOR 

Newbold et al (2013)



PROPERTIES OF ESTIMATORS: 
UNBIASED ESTIMATOR 

Newbold et al (2013)



PROPERTIES OF ESTIMATORS: 
BIAS

Newbold et al (2013)



PROPERTIES OF ESTIMATORS: 
MOST EFFICIENT ESTIMATOR

Newbold et al (2013)



CONFIDENCE INTERVAL 
ESTIMATES

Newbold et al (2013)

Note:

• A confidence interval is the 

concept, while a confidence 

interval estimate is the specific 

interval calculated from a sample.



CONFIDENCE INTERVAL 
ESTIMATE 

Newbold et al (2013)



CONFIDENCE INTERVAL AND 
CONFIDENCE LEVEL 

Newbold et al (2013)

Note:

• The confidence level of an interval indicates how certain we are that the interval 

contains the true population parameter. It is equal to 1−α (e.g., 95% confidence level 

corresponds to α = 0.05).

• The significance level (α) is the probability of making a Type I error, or the 

probability that the interval does not contain the true parameter.



ESTIMATION PROCESS

Newbold et al (2013)

CI0.95(µ) = (40, 60)

ҧ𝑥 = 50
Point Estimate

Confidence Interval



ESTIMATION PROCESS

Newbold et al (2013)



GENERAL FORMULA FOR 
CONFIDENCE INTERVAL

Newbold et al (2013)



CONFIDENCE INTERVALS WE 
WILL CONSIDER

Newbold et al (2013)



HOMEWORK OF LECTURE 4: 
QUESTIONS



EXERCISE 6.48

Newbold et al (2013)



THANKS!
Questions?
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